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Deep Photometric Stereo Networks for
Determining Surface Normal and Reflectances

Hiroaki Santo, Masaki Samejima, Yusuke Sugano, Boxin Shi, and Yasuyuki Matsushita

Abstract—This paper presents a photometric stereo method based on deep learning. One of the major difficulties in photometric
stereo is designing an appropriate reflectance model that is both capable of representing real-world reflectances and computationally
tractable for deriving surface normal. Unlike previous photometric stereo methods that rely on a simplified parametric image formation
model, such as the Lambert’s model, the proposed method aims at establishing a flexible mapping between complex reflectance
observations and surface normal using a deep neural network. In addition, the proposed method predicts the reflectance, which allows
us to understand surface materials and to render the scene under arbitrary lighting conditions. As a result, we propose a deep
photometric stereo network (DPSN) that takes reflectance observations under varying light directions and infers the surface normal
and reflectance in a per-pixel manner. To make the DPSN applicable to real-world scenes, a dataset of measured BRDFs (MERL
BRDF dataset) has been used for training the network. Evaluation using simulation and real-world scenes shows the effectiveness of
the proposed approach in estimating both surface normal and reflectances.

Index Terms—Photometric stereo, surface normal, bidirectional reflectance distribution functions (BRDFs), deep learning
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1 INTRODUCTION

P HOTOMETRIC stereo estimates surface normal of a scene from
a set of measurements that are collected under different light

conditions. The basic idea of photometric stereo was introduced in
1980’s by Woodham [1] and Silver [2] based on the Lambertian [3]
reflectance assumption. To make photometric stereo better appli-
cable to real-world objects, it is of interest to use a more flexible
reflectance model, for which in a general form it is represented
by bidirectional reflectance distribution functions (BRDFs). In
addition to determining surface normal, it is desired to estimate
the reflectance function and its associated parameters rather than
assuming that they are known a priori.

While an image formation model with a general reflectance
representation based on BRDFs has great flexibility and descrip-
tive power, it is difficult to directly work with general non-
parametric BRDFs in the context of photometric stereo. This is
due to that the photometric stereo is an inverse problem, in which
surface normal is determined based on image measurements as
input. The image formation is governed by reflectance functions,
and it is desirable that the reflectance function is represented by
a simple model so that the inverse estimation problem becomes
tractable while retaining the representation power. Along with this
direction, there have been studies to use parametric representations
that are more flexible than the Lambert’s model, e.g., Torrance-
Sparrow model [4], [5], microfacet-based model [6], and bi-
polynomial model [7], to better approximate complex real-world
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reflectances. However, so far, parametric models have been only
accurate for a limited class of materials, and the solution meth-
ods suffer from unstable non-convex optimization for estimating
reflectance parameters, which prohibits obtaining accurate surface
normal. Indeed, estimation of reflectance is an important task in
photometric stereo because it is tightly coupled with the estimation
of surface normal. In addition, correctly estimated reflectance
provides important information for understanding the materials
of the scene, and opens up a capability of re-rendering the scene
under arbitrary light conditions that are unseen. Thus, it is needed
a photometric stereo method that can recover surface normal of a
scene with diverse reflectances as well as estimating the spatially-
varying reflectances of the scene.

To achieve this goal, we propose an end-to-end learning ap-
proach to photometric stereo using a deep neural network (DNN).
The proposed method, which we call a deep photometric stereo
network (DPSN), uses a DNN for establishing a flexible mapping
from observations to surface normal and reflectances. To make
DPSN applicable to diverse real-world materials, a dataset of
measured BRDFs (MERL BRDF dataset [8]) has been used for
training the network. It allows the method to accurately estimate
surface normal of a scene with complex reflectances and also to
recover the reflectance in a per-pixel manner. We use a flexible
expression of reflectances compared to the existing parametric
models, which is represented as a linear combination of bases
derived from the MERL BRDFs, allowing us to recover a full
BRDF table for each pixel. Further, to deal with the non-local cast
shadowing effect, we propose a shadow layer that is based on a
conventional dropout strategy.

In this paper, we assume that the light directions are pre-
defined and remain the same between training and prediction
phases, which is the case in many photometric stereo appara-
tuses. DPSN operates in a per-pixel manner, by taking intensity
observations of a surface point under varying light directions, and
infers the surface normal and reflectance of the surface point. The
result shows the effectiveness of the proposed method on both
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simulation and real-world images for estimating surface normal
and reflectances.

The preliminary version of this work appeared in [9], and we
extend our previous work to achieve the simultaneous estimation
of surface normal and reflectances while the previous method
was limited to the surface normal estimation. To enable this new
capability of reflectance estimation, we propose a new branch in
the network trained by a rendering loss function.

2 RELATED WORK

In this section, we first describe previous works of photometric
stereo. After that, we describe the reflectance modeling and
methods for simultaneous estimation of both surface normal and
reflectances based on physics-based vision. Finally, we describe
the DNN-based approaches in photometric stereo and discuss their
distinctions from this work.

2.1 Photometric stereo

Conventional photometric stereo [1], [2] is based on the Lam-
bert’s reflectance model. Because the Lambert’s model is an
ideal reflectance model that may not well represent real-world
reflectances, extending photometric stereo to work with non-
Lambertian surfaces has been of interest for its practical use.
Existing studies on non-Lambertian photometric stereo can be
classified into three categories.

The first category includes methods based on robust estima-
tion, where the non-Lambertian reflectances are treated as outliers.
They assume that the majority of reflectance observations obeys,
or is close to, the Lambert’s model so that the non-Lambertian re-
flectances, such as specular reflections, can be regarded as anoma-
lies. Wu et al. [10] formulate the robust estimation problem as a
rank minimization problem. They exploit the fact that the Lamber-
tian observations form a low-rank subspace [11] and treat the non-
Lambertian reflectances as sparse outliers. Mukaigawa et al. [12]
use the random sample consensus (RANSAC) scheme [13], which
essentially approximates the `0 residual minimization for discard-
ing outliers. Other robust estimation methods, such as expectation
maximization [14], taking the median values [15], `1 residual
minimization and sparse Bayesian learning [16], are also shown
to be effective for dealing with sparse outliers. Since the robust
estimation methods are built upon statistical outlier rejection, they
generally require many input images, e.g., 40 images in [10],
recorded under distinct light directions.

The second category includes methods based on more
sophisticated reflectance models than the Lambertian model
to better approximate non-Lambertian reflectance observations.
Georghiades [17] uses the Torrance-Sparrow model [18], and
Ruiters et al. [19] use the Cook-Torrance model [20] along this
direction. More recently, Shi et al. [21] propose a bi-polynomial
BRDF model, which is capable of representing low-frequency
non-Lambertian reflectances, and it shows greater accuracy in
surface normal estimation. Holroyd et al. [22] propose another
approach for generalizing reflectance properties based on the re-
flective symmetry of the halfway vector across the normal-tangent
and normal-binormal planes, which does not require estimating
a surface reflectance model, and performs well on anisotropic
reflectance surfaces. All the above methods estimate the param-
eters of the reflectance model simultaneously with estimating the
surface normal.

The third category includes example-based methods, which
determines surface normal by the use of reference objects. Hertz-
mann and Seitz [23] propose an example-based method using a
reference sphere that has the same reflectance as the target object.
From the observations that are consistent between the target and
reference objects, their method determines the surface normal
of the target object by simply mapping the corresponding one
from the reference object. The example-based method naturally
avoids solving a complex optimization problem, but it requires a
reference object, of which the shape is known and reflectance is
the same as the target object. More recently, Hui et al. [24] pro-
posed an example-based photometric stereo without any reference
objects. They obtain a mapping from measurements to surface
normal by rendering virtual spheres using given light conditions
and various BRDFs instead of recording a reference sphere.

Our method is rooted somewhere between the second and
third categories. As with the methods in the second category, our
method is able to deal with diverse BRDFs. Instead of estimating
both BRDF parameters and surface normal like in the previous
approaches, our method directly establishes mappings from re-
flectance observations to surface normal using a deep learning
framework. Our DPSN is trained using a dataset of measured
BRDFs of various materials; therefore, it shares the spirit of the
example-based methods in the third category, while DPSN does
not require a reference object to be placed together with the target
object.

2.2 Reflectance estimation

The reflectance estimation is one of the important problems in
physically-based computer vision with a wide range of appli-
cations in computer graphics. Previously, Tominaga et al. [25]
presented a reflectance estimation method based on the Phong
model [26] from a single RGB image of a cylindrical object
taken under a point light source. They use the known 3D shape
information to estimate the parameters of the Phong model. Unlike
their method, Sato et al. [27] developed a method for estimating
parametric reflectances from a general shape object using the
shape information obtained by laser scanning.

While these methods assume a given shape information for
reflectances estimation, Goldman et al. [28] proposed the si-
multaneous estimation of shape and reflectance from multiple
images taken under different illuminations. Their method models
reflectances by an isotropic parametric reflectance model, namely
the Ward model [29], and estimates its parameters via iterative
alternating optimization. Wang et al. [30] also proposed an estima-
tion method for surface reflectances and a classification method for
the surface materials using multiple images taken under varying
light conditions. To achieve the segmentation based on materials,
they classify materials using support vector machines (SVMs)
based on the observations under varying lightings.

Unlike these methods, Wang et al. [31] used light field images
for the reflectance estimation. They formulate the reflectance
estimation task as material classification using DNN, which takes
as input a 4D light-filed image and outputs the score prediction
for 12 classes of materials. Zhou et al. [32] also proposed to use
multi-view images taken under varying light directions for shape
and reflectance estimation. They used a flexible representation
of reflectance using a data-driven BRDF model rather than a
parametric reflectance model. The data-driven BRDF model uses
discrete look-up tables indexed by light and viewing directions
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Fig. 1. Overview of the proposed deep photometric stereo network (DPSN). It consists of three components: shared, normal estimation, and BRDF
estimation blocks. The shared block is formed by a shadow layer and dense layers. The shared block takes as input the per-pixel measurement
vector m =

[
m1, . . . ,mf

]>. The normal estimation and BRDF estimation blocks consist of dense layers, which yield prediction of a surface normal
vector n∗ and reflectance parameters c∗, respectively. From the reflectance parameters c∗, a full BRDF table is reconstructed based on Eq. (2).

sampled by a certain interval. It has an excellent representation ca-
pability of reflectances, but it comes with a difficulty for estimation
because of the large number of parameters. To make the estimation
tractable, it has been shown a linear basis representation of BRDFs
where reflectances are represented by a linear combination of a
few basis vectors. This representation has been employed in [32].
Nielsen et al. [33] proposed a method for BRDF estimation from
a few observations, which also used a linear basis representation
of BRDFs. They use a log-relative mapping for reflectances to
deal with the high dynamic range of reflectances. Xu et al. [34]
also worked on the BRDF estimation from a few observations (as
few as two images) using the same BRDF representation as [33].
Similarly, our method also represents reflectance by a linear com-
bination of basis BRDFs. Unlike these methods, our DNN-based
approach allows the use of many principal components without
restriction and achieves a flexible representation of BRDFs.

2.3 Deep learning-based approaches for normal and
reflectance predictions
Early works that use neural networks in the context of photometric
stereo can be found in the 1990’s. Iwahori et al. [35] used a neural
network for determining surface normal. While effective, their
method requires the pre-training with a reference sphere painted
by the same material as the target object, akin to an example-
based method. There are other methods that use neural networks
afterwards, but they are restricted to Lambertian reflectances [36],
[37] or specialized imaging setup [38]. In contrast to these early
works, our work [9] is the first attempt to use a modern DNN
architecture in the context of photometric stereo.

More recently, convolutional neural network (CNN) is shown
to be effective for photometric stereo [39], [40]. Chen et al.’s
method [39], called PS-FCN, extracts features from each input
image and the corresponding light direction vector, and estimates
a surface normal map from the feature map aggregated by max-
pooling. With the feature map aggregation by pooling, PS-FCN
can deal with an arbitrary number of photometric stereo images.
Ikehata [40] proposed another approach, called CNN-PS, to allow
the network to deal with an arbitrary number of inputs. It uses an
intermediate representation of observed images, called observation
map, to represent per-pixel observations under varying lightings.
While these methods [39], [40] consider only the surface normal
prediction, the proposed method aims to estimate both surface nor-
mal and reflectances. Unlike the supervised approaches [9], [39],
[40], Taniai and Maehara [41] proposed an unsupervised learning
approach based on a reconstruction loss, which is defined by the

predicted surface normal, reflectances, and known light sources.
Their method is able to accurately estimate surface normal and a
slice of BRDF without requiring pre-training. While our method
requires supervised training, it can estimate full BRDFs, not a
slice of them, in the form of a linear combination of BRDF bases,
which allows us to re-render the target scene under a new unseen
illumination condition.

Along with the recent development of DNNs, methods for
estimating surface normal and reflectance from a single RGB
image have been proposed. Rematas et al. [42] proposed a
convolutional neural architecture to estimate reflectance maps of
specular materials in natural lighting conditions from a single
RGB image. They treat the lighting conditions to be unknown
and estimate a reflectance map, which is a slice of a BRDF, and
surface normal simultaneously. Janner et al. [43] introduced an
image decomposition method that factors a single input image
into the reflectance, shape, and lighting condition by a convolu-
tional encoder-decoder architecture. Deschaintre et al. [44] and
Li et al. [45] also proposed DNN-based estimation methods for
determining reflectances from a single image. They focus on
the specular reflection on a near-planar surface and estimate the
surface normal, diffuse albedo, and roughness using an encoder-
decoder architecture. Their methods use the rendering loss based
on the estimated parameters for training. Since these methods take
only a single image as input, the accuracy of the surface normal
prediction is rather limited. In addition, while they only consider
the reflectance under a certain illumination condition, our method
can estimate a full BRDF in a per-pixel manner.

In addition to an RGB image, depth images are useful for
the purpose of reflectance estimation. Kim et al. [46] proposed
a reflectance estimation method from RGBD images using DNN.
They use the isotropic Ward BRDF model [29] for reflectances,
which is characterized by three parameters. Unlike their method,
we use the data-driven BRDF representation like [33], [34], which
has a greater expression power.

3 PRELIMINARIES

When a Lambertian surface with albedo-scaled surface normal
n ∈ R3 is illuminated by a directional light1 l ∈ S2 ⊂ R3, the
measurement m ∈ R+ can be described as

m = l>n.

1. Throughout this paper, we assume ‖l‖2 = 1, and the input image
intensities are normalized by the corresponding light intensity.
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For a vector of measurements m ∈ Rf+ observed under f distinct
light directions, the above equation can be written with a light
matrix L = [l1, . . . , lf ] ∈ R3×f as

m = L>n.

The conventional photometric stereo method [1], [2] determines
surface normal n using the above image formation model by

n∗ = L−>m,

when f = 3 and rank(L) = 3, or, with more than three
distinct observations, a least-squares approximate solution n∗ can
be obtained by a pseudo-inverse of L as

n∗ =
(
LL>

)−1
Lm.

Unfortunately, a pure Lambertian surface rarely exists in the
real world; hence, making photometric stereo work with non-
Lambertian surfaces is one of the major interests in practice.

With a general BRDF function, the appearance of a surface
under a local illumination model can be described more flexibly.
The appearances of a surface observed from a fixed viewing
direction v under varying distant light directions L can be written
as

m = b ◦ (L>n),

where b ∈ Rf+ is a vector of reflectances sampled from the BRDF
function ρ as b = ρ(L,n,v), the operator ◦ represents element-
wise multiplication, and L>n is the irradiance at the surface under
the corresponding light directions.

The above equation assumes a shadow-free world, while in
the real-world the surface patches facing away from the lighting
direction are in attached shadow, and the light path being occluded
causes cast shadow. Such a shadowing process can be written as

m = s ◦
[
b ◦max(L>n,0)

]
, (1)

where s ∈ {0, 1}f is a boolean vector with 0 indicating obser-
vations in cast shadows and 1 otherwise. The effect of attached
shadow is accounted by the element-wise max operator.

4 PROPOSED METHOD

The proposed DPSN is a differentiable multi-layer neural network,
which learns a mapping from a measurement vector m obtained
under different light directions to the surface normal n and
reflectance. It operates in a per-pixel manner for both training
and prediction. As stated in the introduction, we assume that the
light directions L are known and consistent between the training
and prediction phases. Our method uses simulated observations
as training data that are generated using diverse surface normals
rendered with the MERL BRDF dataset [8] that contains BRDFs
of 100 different real-world materials. In what follows, we explain
the representation of reflectance, the structure of the proposed
network, and training and prediction procedures.

4.1 Reflectance representation
A non-parametric representation of BRDFs has high accuracy and
expressiveness, while it comes with the cost of high storage re-
quirement. In the context of photometric stereo, where we wish to
determine the reflectance for the purpose of estimating surface nor-
mal, the direct use of a non-parametric BRDF is computationally

intractable due to the large number of unknowns (e.g., if using a
MERL BRDF sampling rate, it becomes 90×90×180 = 1458000
for each color channel).

We follow the procedure of linear analysis in Matusik et al. [8]
to extract the basis from the MERL BRDF dataset so that the
BRDFs can be expressed by the small number of coefficients
associated with the basis vectors. The MERL BRDF dataset [8]
stores BRDF tables for 100 different materials in 3 color channels.
We treat each color channel independently and construct a BRDF
matrix X ∈ R300×1458000

+ (100 materials in 3 color channels with
1458000 bins) by stacking each BRDF table as a row vector. Let
X̄ ∈ R+ donate the mean of all the elements in X, and X̃ be
X − 1X̄ computed by subtracting the mean X̄ from X for each
element, where 1 is an all-ones matrix. We compute a singular
value decomposition (SVD) of X̃ and obtain U,Σ, and V, where
U and V are left and right orthonormal singular vectors, and Σ
is a diagonal matrix with singular values. As with a standard low-
rank approximation, by using the top k singular vectors, Uk and
Vk, and corresponding singular values Σk, X̃ is approximately
reconstructed as

X̃ ' UkΣkV
>
k .

To make it easy for a deep neural network to learn, we apply
normalization by the standard deviation σ of elements in Uk and
regard Uk

σ as coefficient vectors and Wk = σΣkV
>
k as the basis

matrix of the BRDF tables. With the basis representation, we can
express a BRDF table bt ∈ R1458000 as a linear combination of
the basis Wk with k-dimensional coefficients c ∈ Rk as

b>t = c>Wk + 1X̄, (2)

where 1 is a vector whose every element is one. The proposed
network estimates the coefficients c from the measurement vector
m. The number of singular vectors k is one of the hyper-
parameters in our method and is set to 300, i.e., we use all the
singular vectors without compression, because the dimensionality
reduction did not exhibit advantage in the estimation via DNN.

Once we obtain the full BRDF table bt, given a set of light
directions {l} forming a light matrix L, and a fixed surface normal
n and viewing direction v, we can sample BRDFs to generate a
compact BRDF vector b ∈ Rf+ for the measurement setting from
a full BRDF table bt as

b = ρ(L,n,v; bt), (3)

using the function ρ that subsamples elements from bt. The
sampled BRDF b can then be used as a part of the image formation
model expressed in Eq. (1).

To deal with the high dynamic range of reflectances, previous
methods [33], [34] used a log-relative mapping for reflectance X.
In our case, the log-scaling requires the exponential function to
recover the original values when assessing the reconstruction loss.
We have observed that it causes a negative effect on convergence
in our preliminary experiments; therefore, we decided not to
use it. Instead, we effectively neglect specular spikes that shows
significantly larger values using `1 residual loss (more discussion
in Sec. 4.2).

4.2 Network Architecture

The proposed DPSN learns a mapping from a measurement vector
m ∈ Rf+ at a pixel to the corresponding surface normal n ∈ R3

and BRDF parameters c ∈ Rk of the pixel using a fully connected
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deep neural network. Figure 1 shows the overview of the proposed
network architecture. DPSN consists of three blocks: Shared,
surface normal estimation, and BRDF estimation blocks. The
shared block takes as input a measurement vector m, in which
each element corresponds to an observation under a certain light
direction, and outputs the extracted feature vectors. The normal
estimation and BRDF estimation blocks take the feature vectors as
input and output the prediction of the surface normal n and BRDF
parameters c, respectively. The measurement vector m is linearly
normalized by a global scaling so that the maximum measurement
value in the all f images becomes 1.0.

One of the major challenges in photometric stereo is cast
shadow. Differently from attached shadow, cast shadow is caused
by a global illumination effect, which cannot be modeled by a
local illumination model regardless of the representation ability of
a BRDF model. To simulate the cast shadow effect in the training
phase, we introduce a shadow layer (Fig. 2) that is based on a
variant of the dropout scheme [47], which randomly drops units
from the network during training (or could be used for testing
as well) to prevent learned weights from excessive adaptation.
Our shadow layer applies dropout to input nodes to randomly
drop a part of the input measurement vector, namely setting the
selected measurements to 0, so that the dropped nodes can be
regarded as shadowed observations. By training the network with
the shadow layer, the proposed DPSN effectively learns mapping
from observations to surface normal and BRDF parameters with
accounting for cast shadow.

While, in conventional dropout, output from the dropout layer
is scaled by 1/(1 − r) with a dropout rate r ∈ [0.0, 1.0) to
avoid shrinkage of the output magnitude, our shadow layer does
not apply the scaling but simply sets the selected elements of
the measurement vector to 0 to mimic the shadowing effect.
The dropout parameter r corresponds to the ratio of shadowed
observations in our context. Obviously, the parameter r depends
on the object shape and the light distribution, which is inaccessible
in general; therefore, we use varying values of r for training.
Specifically, we fluctuate the dropout rate by sampling from a
binomial distribution r ∼ B(f, p), where the probability of each
observation being shadowed p is set to p = 0.05.

The DPSN structure is summarized in Table 1. The shared
block consists of three layers: One shadow layer and two dense
layers. The normal estimation and BRDF estimation blocks re-
spectively consist of three and four dense layers. The number
of output nodes is three for the normal estimation block, and k
for the BRDF estimation block. All the dense layers use ReLU
and dropout during the training. We make the BRDF estima-
tion block deeper than the normal estimation block because the
number of output nodes is significantly larger (k is set to 300
in our experiment) in the BRDF estimation block. The existing
methods for a similar task, such as shape estimation from a single
image [42], [43], [44], [45], use an encoder-decoder architecture
with CNNs rather than fully-connected layers to extract features
from neighboring pixels. GeoNet [48] also proposed a CNN-based
network architecture for joint estimation of depth and surface
normal from a single image. Compared to these approaches,
our task is better conditioned, allowing the choice of a simpler
architecture of the network. Indeed, its computation cost is much
smaller than that of CNNs. Generally, the disadvantage of fully-
connected layers is the greater number of parameters, but in our
case, the number of parameters is less than 4.3M (in the shared
and surface normal estimation blocks) + 3.5M (in the BRDF
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Fig. 2. Overview of shadow layer. Shadow layer randomly drops some
of the measurement vector elements to simulate the cast shadow effect.
In this illustration, m1 and m3 are dropped and corresponding values of
the input vector are set to 0.

estimation block) ≈ 8M, which is regarded a small model size
compared to the modern CNN architectures such as AlexNet,
VGG-16 (used in GeoNet as backbone), and ResNet-50 [49].
In addition, the per-pixel estimation is useful for scenes with
spatially-varying BRDFs, and applicable to arbitrary resolution
of the input images, without overly smoothing the surface normal
estimates.

The DPSN is trained with the following loss function L:

L = (1− α)Ln + αLBRDF, (4)

where
Ln = ||n− n∗||22,
LBRDF = ||m−m∗||1,
m∗ = s ◦

[
ρ(L,n,v; c∗>Wk + 1X̄) ◦max(L>n, 0)

]
.

n is the ground truth surface normal vector, n∗ is the predicted
normal vector, c∗ is the predicted BRDF parameters by the
network, and α is a constant weight for balancing surface normal
loss Ln and reconstruction lossLBRDF. m∗ is the reconstructed
measurement vector with the predicted BRDF tables based on
Eqs. (1), (2), and (3). The light directions L are predefined, and
the viewing direction v is set to [0, 0, 1]>. The rendering loss has
been used in previous methods [44], [45]. These methods render
the target scene under new light directions in addition to the light
direction of the input to constrain BRDFs. Unlike these methods,
since we have the photometric stereo images taken under multiple
light conditions, we simply render using these light directions to
ensure the consistent appearance. We also tested the log-scaled
loss for the rendering loss LBRDF in Eq. (4) and compared
the estimation accuracy of BRDFs. However, it did not exhibit
improvement in either quantitative or qualitative evaluations. This
is because we use `1 residual in the rendering loss, with which
large but sparse reflectances are naturally neglected, and as a
result, the log-scaled rendering loss became ineffective.

4.3 Training
The training set for DPSN consists of pairs of an observation
vector and the corresponding surface normal, i.e., {(m,n)}.
Instead of collecting real-world observations, we generate the
observation vectors {m} using the MERL BRDF dataset [8] and
a diverse set of surface normal {n} rendered under pre-defined
light directions L. The MERL BRDF dataset consists of measured
BRDFs of 100 different materials, and we form reflectance vectors
{b} in Eq. (1) from the set of surface normal {n} and light
directions L.

This is the authors’ version of the work. It is posted here by permission of IEEE for personal use. Not for redistribution. 
The final authenticated publication is available online at DOI: 10.1109/TPAMI.2020.3005219.



TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE 6

TABLE 1
The DPSN structure. The number in the parentheses represents the
number of nodes in each layer. The shadow layer is used for training,

but not for prediction. Dropout rates for training the dense layers are all
set to 0.5. The input and output dimensions of the shadow layer is

96 (= f) in our setting.

Layer
[Shared block]

1 Shadow Layer
2 Dense-(1024), ReLU, Dropout
3 Dense-(1024), ReLU, Dropout

[Normal estimation block] [BRDF estimation block]
1 Dense-(1024), ReLU, Dropout Dense-(1024), ReLU, Dropout
2 Dense-(1024), ReLU, Dropout Dense-(1024), ReLU, Dropout
3 Dense-(3) Dense-(1024), ReLU, Dropout
4 Dense-(k)

silver-

metallic-paint red-plastic[Normal map] white-paint

Fig. 3. Examples of rendered images and the corresponding normal map
that are used for training. “white-paint”, “silver-metallic-paint”, and “red-
plastic” are the material names in the MERL BRDF dataset [8]. Here,
three are shown out of 100 different materials. As seen in the figures,
the rendered images contain specularity and attached shadows.

While any distributions of surface normal can be used for
generating the surface normal set {n}, for this work, we used
a simple sphere, which includes all surface normal directions
on the scene surface. A sphere is rendered with MERL BRDFs
under light directions L, and observations at each pixel location of
the rendered images for each color channel form a measurement
vector m. Figure 3 shows some of the images of training data
generated under certain light directions. As shown in the figure,
the rendered images contain complex reflectances that do not obey
a simple parametric model.

In the loss function for training, the weight parameter α in
Eq. (4) is set to 0.1 for our experiments based on the result of the
preliminary experiments. The rendering loss LBRDF uses an `1 loss
defined in the rendered image intensity space to neglect outliers.
The loss function L is minimized using Adam [50] with a learning
rate set to 5× 10−5 and other parameters to the suggested default
settings (β1 = 0.9 and β2 = 0.999). The learning rate is
decreased with 0.96 every 1000 steps.

After the above training, we perform fine-turning with the
following cosine similarity loss (denoted as FT: fine-tuning loss):

LFT = 1− n>n∗

||n||2||n∗||2
, (5)

to directly optimize based on the angular errors of surface normal.
In this step, only the parameters in the normal estimation layers
are updated while the parameters in the other branches are fixed.
The loss function LFT is minimized in the same setting with L,
but the learning rate decay is not used in this phase.

In the experiments, we trained the model with the loss function
L for 30, 000 steps with the batch size set to 200 and α to 0.1.
After that, it is further trained with LFT for 5, 000 steps with the
batch size set to 1, 000. We choose the model for the evaluation,
which had the best performance in the validation data.

4.4 Prediction

In the prediction phase, given a set of observations under different
light directions L, DPSN estimates surface normal n and BRDF
coefficients c in a per-pixel fashion. In a similar manner to the
training phase, color channels are treated independently.

In the normal estimation, for an RGB image, DPSN estimates
three surface normals per-pixel and consolidates them to obtain
the final estimate. Namely, nr , ng , and nb are the surface normal
estimates from the RGB color channels that are independently
estimated, we take the mean vector of the normalized surface
normal estimates as

n̄ =
1

3

(
nr
||nr||2

+
ng
||ng||2

+
nb
||nb||2

)
.

Finally, the merged surface normal n̄ is further normalized to
obtain the final surface normal estimate n∗ as n∗ = n̄/||n̄||2.

For BRDF estimation, the DSPN outputs k dimensional coef-
ficient vector c per pixel per color channel, and we obtain the full
BRDF table in a per-pixel manner for each color channel based on
Eq. (2).

5 EXPERIMENTS

We evaluate the proposed method using both simulation and real-
world datasets. We will explain the training data and implementa-
tion details for the experiments before discussing the result.

Training data and implementation details: For training, we
generate a synthetic dataset rendered under pre-defined light
directions for each of 100 BRDFs from the MERL dataset. The
pre-defined light directions are the same as the 96 light directions
defined in the DiLiGenT dataset [51]. As a result, we render
100 × 96 × 3 (RGB) = 28, 800 grayscale images in total.
The sphere scene consists of 31, 400 valid pixels with a 100-
pixel radius, resulting in 31, 400 distinct surface normals n. Each
surface normal is associated with 100 × 3 measurement vectors
{m} with the length of 96.

The DPSN is implemented using TensorFlow2. The training
takes approximately five hours using two NVIDIA Tesla P100
GPUs. The training data generation can be performed concurrently
with the training, i.e., we generate a subset of data for creating
a mini-batch, and during the training using the mini-batch, we
prepare for the next subset of the training data. We set the
batch size to 200, where one training data consists of a single
measurement vector m and the surface normal n. One iteration
of training over a batch takes approximately 0.5 seconds. For the
prediction, it takes about four seconds for an image with 612×512
pixels (same as the DiLiGenT setting) under 96 lights. Compared
to CNN-PS [40], our method can predict surface normals and
BRDFs about four times faster thanks to the simple network
architecture.

Baseline methods: We compare the proposed DPSN with Lam-
bertian photometric stereo based on conventional `2 residual mini-
mization (L2) [1] and that with `1 residual minimization (L1) [16].
For these methods, a surface normal n∗ for each pixel is computed
by

n∗ =

 argmin
n
||m− L>n||22,

argmin
n
||m− L>n||1,

2. TensorFlow: https://www.tensorflow.org
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Fig. 4. Experimental result of synthetic scenes. In each row, a normal
map is shown on top of the corresponding error map. The numbers
represent Mean Angular Error (MAngE) in degree. In the top row, GT
means the ground truth, the images below the normal maps are exam-
ples of observation images. On the top, material and shape names are
shown. MERL1 and MERL2 correspond to “black-oxidized-steel” and
“white-fabric2”, respectively. Material A to D are the synthetic BRDFs
that are created by linearly combining a pair of BRDFs in MERL BRDF
dataset: (“blue-fabric”, “silver-metallic-paint”), (“cherry-235”, “natural-
209”), (“beige-fabric”, “yellow-paint”), and (“black-soft-plastic”, “blue-
metallic-paint”), respectively.

from observations m and known lighting directions L, respec-
tively. For real-world scenes, we also assess the performance of
our method using the DiLiGenT benchmark that covers the state-
of-the-art methods of non-Lambertian photometric stereo. To see
the effect of shadow layer, we compare DPSN without a shadow
layer (denoted as “Proposed w/o SL”) and with a shadow layer
(“Proposed”).

5.1 Evaluation using synthetic dataset
To assess the performance for unseen BRDFs, we split the MERL
BRDF dataset into a training set and a testing set. MERL BRDF
dataset includes 100 BRDFs and we randomly pick up 20 BRDFs
as testing BRDFs. For test shapes, we use three objects, sphere
and two shapes (blob02 and blob08) from Blobby shape
dataset [52]. We use the same light directions as the training for
generating the input data.

In addition to the testing set of BRDFs, we also evaluate using
synthesized unseen BRDFs. We synthesized new BRDFs by ap-
plying nonlinear transformation over a linearly combined BRDFs
that are sampled from the MERL BRDF dataset. Specifically, a
new BRDF ρ̃(L,n,v) is generated as:

ρ̃(L,n,v) = (βρ1(L,n,v) + (1− β)ρ2(L,n,v))
γ
, (6)

�
8< �$,$%$2


8< �$,$%--

�
8< �$,$&'&

�
8< �$,$%2&

1
��

��

���
�

��
%

1
��

��

���
�

��
&

1
��

��

���
�

��
'

1
��

��

���
�

��
3

1



�
�

���
�

��
%

1



�
�

���
�

��
&

1



�
�

���
�

��
'

1



�
�

���
�

��
3

�
8< �$,$$.%$

�
8< �$,$$42.

5$,%

$

5


��
�������6����$&7 
��
�����9�6����$.7
01 <��, <�������� <��, <��������01


������
�6����$.7
<��, <��������01

Fig. 5. Rendered results with the estimated BRDFs and the ground truth
normal maps for synthetic scenes. We show the images rendered under
eight different light conditions. “Train light 1” to “Train light 4” are selected
from the 96 light conditions that are used for training, while “Test light 1”
to “Test light 4” are from the test light conditions that are not included
in the training data. We sampled 50 test light directions uniformly on
a hemisphere. In “Multiple (blob08)”, we apply Gamma correction with
γ = 0.8 for visualization. “GT” and “Est.” mean the ground truth and
estimated respectively and are rendered in the same manner to the
generation of training data. MAE is the mean absolute error calculated in
the grayscale space with the intensities scaled in the range of [0.0, 1.0].
MAE for train light conditions is the mean of f (= 96) images, and for
test light conditions is the mean of 50 images.

where ρ1 and ρ2 are BRDFs sampled from the MERL BRDF
dataset, and β and γ are constant parameters. In this experiment,
ρ1 and ρ2 are selected randomly from the dataset, and the
parameters are set to β = 0.5 and γ = 0.8. Furthermore, we used
the object consisting of multiple materials (denoted as “Multiple”
as the material name). We set the area of each materials randomly
with combining lines and circles so that each material occupies a
certain area.

The surface normal prediction results are summarized in
Fig. 4. From testing BRDF sets, we show the result of “black-
oxidized-steel” (MERL1) and “white-fabric2” (MERL2), which
are the names in MERL BRDF dataset. “Lambert” indicates the
Lambertian reflectance, for which the reflectance function ρ is a
constant. “Material A” to “Material D” are the synthetic BRDFs.
As the mean angular errors in the figure indicate, our method
consistently yields accurate estimates of surface normal across
different BRDFs. Since the generation of synthetic scenes neglects
rendering of cast shadows, our method without a shadow layer
(“Proposed w/o SL”) shows superior performance to the one with
the shadow layer (“Proposed”) in some scenes.

Figure 5 shows the rendered images with the predicted BRDFs
with the ground truth surface normal (“Rendered” columns) to-
gether with the ground truth appearance (“GT” columns). Here, we
show the results for “Material B”, “Material C”, and “Multiple”.
For both GT and Rendered, we did not render cast shadows.
Along the rows, “Train light 1” to “Train light 4” indicate the
light directions that are used during the training, and “Test light
1” to “Test light 4” are the new unseen light directions that
are not included in the training phase. For assessing the mean

This is the authors’ version of the work. It is posted here by permission of IEEE for personal use. Not for redistribution. 
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Fig. 6. Plots of estimated BRDFs. The plots show the reflectance ρ(n, l,v) varying with the lighting direction l. We use the polar coordinate system
for the lighting direction l and viewing direction v as [lθ, lφ] and [vθ, vφ], where θ and φ represent the polar and azimuthal angles, respectively. We
fix the normal direction to n = [0, 0, 1]>, vφ = 0◦, and lφ = 180◦ and vary lθ from 0◦ to 90◦. In each row, from left to right, it shows a scene
image, and reflectance plots with three viewing directions vθ = {0◦, 30◦, 60◦}. The dashed lines are the ground truth, and red and blue lines are
the estimated BRDFs at pixels marked by red and blue stars in the leftmost figure. We show the grayscale reflectance by taking the average of three
color channels. Note that we cannot predict the absolute values of reflectances from images, and there is a scaling ambiguity between the ground
truth and estimated BRDFs. We align them by normalization based on the median of each BRDF table.
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Fig. 7. Rendering of a sphere scene with estimated BRDFs under the
natural lighting environment. The right-top figure shows the environment
map. We also show the lighting condition by showing a rendered mirror
sphere in the right-bottom. GT means the rendering with the ground
truth BRDFs.

absolute error (MAE), we scale the intensity range to [0, 1].
“Test light 1” and “Test light 2” cases are particularly difficult
ones, because their light directions are near perpendicular to the
viewing direction, that are not covered by the training data. As
a result, we can observe that specular highlights in the left-most
example in “Test light 1” and “Test light 2” are not successfully
rendered. Nevertheless, as seen in the figure, the renderings are
plausible in most of the cases, and MAEs stay low. The result
of the surface normal estimation and re-rendering of the multiple
materials scene (“Multiple” column) in Figs. 4 and 5 demonstrates
the our method’s capability of per-pixel estimation as well.

Figure 6 shows the plots of estimated BRDFs by varying
the light direction lθ and viewing direction vθ , which are the
polar angles of light and viewing directions respectively in the
polar coordinate system. We show the estimated BRDFs of the
metallic material “Material B” with blob02 and diffuse material
“Material C” with blob08. While we achieve reasonably good
performance for the viewing directions near vθ = 0◦, it shows
lower accuracy in steeper angles, such as vθ = 60◦ and lθ > 60◦,
due to that the training light directions do not cover these regions.

To qualitatively assess the prediction performance of BRDFs,
we show the rendered results under natural environment lightings.
Figure 7 shows the rendered sphere with estimated BRDFs under
natural lighting environment. We use “Uffizi Gallery, Italy” from
High-Resolution Light Probe Image Gallery 3 as the environment
map and the physically based renderer, Mitsuba 4. The appearance
of rendered images shows good agreement to the ground truth.

5.2 Evaluation using real-world dataset
For the evaluation with real-world images, we use the DiLiGenT
dataset [51], which contains observations of ten different objects
under 96 light directions and the ground truth surface normal maps
measured by a laser scanner.

Figure 8 shows the estimated normal maps and corresponding
error maps for “Proposed w/o SL”, “Proposed”, “L2”, and “L1”.
Here, we show five objects out of ten in the DiLiGenT dataset
(buddha, goblet, harvest, pot2, and reading). Among
them, buddha, pot2, and reading are pottery objects, whose
reflections are mostly Lambertian except for some sparse specular
highlights; therefore, L2-, and especially L1-based methods work
well. For an object like goblet, which is made of metallic
materials and exhibit strong specular reflection in a wide area,
the estimation error becomes larger with the Lambertian based
methods, i.e., L2 and L1, while the proposed method produces
highly accurate estimates. For harvest, the estimation accuracy
is poor for all methods due to the complexity of the shape of
the object, particularly due to the large cast shadow region in the
middle.

Figure 9 shows the rendered images with the predicted BRDFs
and the ground truth surface normal map under light directions
that are used for training. In the figure, we show two objects:
One is mostly diffuse (buddha), and the other is highly specular

3. High-Resolution Light Probe Image Gallery:
http://gl.ict.usc.edu/data/highresprobes/

4. Mitsuba: https://www.mitsuba-renderer.org/
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Fig. 8. Surface normal estimation result for real-world scenes from
DiLiGenT [51]. In each row, a normal map is shown on top of an error
map. The numbers represent Mean Angular Error (MAngE) in degree.
GT means the ground truth, and figures under GT are examples of
observed images. The contrast of observation images is adjusted for
better visualization.

(goblet). For both cases, it can be seen that our method can
relight the scenes well because of the accurate estimation of
BRDFs. We also show a qualitative evaluation of the re-rendering
results under novel light directions in Fig. 10 that are not included
in the training dataset. The light directions (a) and (c) are more
difficult conditions than (b) since they are off from the training
light conditions. Even under such conditions, our method works
well supported by the prior knowledge of MERL BRDFs and
produces faithful predictions including specularities for the most
of the parts. The accuracy is limited at some regions due to the
lack of observations, where we can observe unnatural predictions;
for example, a strong specular highlight in goblet–(a).

Hold-out validation for BRDF estimation in DiLGenT
To evaluate the BRDF estimation, we performed the light source
hold-out validation using DiLiGenT dataset. We randomly choose
six light directions out of 96 and keep them as test light directions

without using them as a part of training data. Using the BRDF
coefficients predicted from 90 input images, we render images
with the predicted BRDF parameters under the test light directions
and compare with the ground truth.

Figure 11 shows the rendered results of four objects; buddha,
goblet, cat, and reading. Here, we show results under
three light directions out of six for each object, and below each
subfigure, MAE for the 90 training data (Train MAE) and six
test data (Test MAE) are respectively shown. The accuracy of
the test data shows is almost equivalent to that of training data,
which shows the the accuracy of our BRDF prediction. The pixels
with strong and sharp specular highlights, e.g. observed at the
shoulder parts of reading, have less accurate estimates because
such strong and sharp reflections cannot be expressed by a linear
combination of MERL BRDFs. For cat scene, there is a large
error around the foreleg. This is caused by the cast shadow, while
our rendering does not account for the cast shadow.

Benchmark comparison
We compare the surface normal estimation accuracy of the
proposed methods (“Proposed w/o SL” and “Proposed”) with
DiLiGenT benchmark results shown in [51], which includes the
evaluation of the following ten methods: WG10 [53], IW12 [16],
GC10 [28], AZ08 [54], ST12 [55], HM10 [56], ST14 [21],
IA14 [57], CH18 [39], and SI18 [40]. Table 2 shows the Mean
Angular Error (MAngE) in degree of each method for each objects
and the average performance over all the scenes. Green color
represents preferable results and red indicates poorer results. For
each object, the best result is highlighted with a bold font. It can
be seen that our method can achieve at a similar level of accuracy
compared to other methods. Recent DNN-based methods [39],
[40] exhibit smaller angular errors, which shows the benefit of a
DNN-based approach. While our result is slightly less accurate
than the newest ones, our method is able to predict BRDFs unlike
other techniques.

5.3 Effect of the shadow layer

To observe the effect of shadow layer, we prepare Fig. 12 for
depicting the difference of error maps in the surface normal
prediction with and without the shadow layer. Here, we use four
objects (ball, goblet, harvest, and pot2) as examples. For
all these objects, the accuracy is generally improved in boundary
areas where shadows often occur. In some areas, the accuracy does
not improve for goblet and harvest. For metallic objects
with strong interreflections like goblet and harvest, the
measurement becomes greater than 0 even inside shadow, e.g.,
Fig. 13. In such a case, the shadow layer may actually degrades
the accuracy due to the wrong assumption that the measurement
in shadow becomes 0.

The effect of shadowing probability p may depends on the
shape of the target object. Figure 14 shows the variation of result in
cases where p = 0.05 and p = 0.9 on ball. Comparing (a) and
(b), we can see that although (b) improves more in the peripheral
parts of the sphere (shadowed area) than (b), it deteriorates in the
central part. With the shadow layer, since the model is optimized
for shadow, the accuracy becomes lower in the area where shadow
is never observed. In the case of p = 0.05, since the dropout
rate r sampled in the manner of Sec. 4.2 can be 0, the estimation
accuracy does not deteriorate in areas without shadow. On the
other hand, in the case of p = 0.9, dropout would be applied to

This is the authors’ version of the work. It is posted here by permission of IEEE for personal use. Not for redistribution. 
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Fig. 9. Rendered results with the estimated BRDFs and the ground truth normal maps for DiLiGenT. buddha is the object with non-specular materials
and goblet is made of metal materials. We apply Gamma correction with γ = 0.8 to the ground truth and rendered images for visualization. The
light conditions Light 1 to Light 4 are from 96 DiLiGenT light conditions.
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Fig. 10. Qualitative evaluation of re-rendering under novel light directions. We show the three images for each object rendered with the new light
directions that are not included in the training data. Leftmost plot illustrates the light directions. Gray points represent the 96 light directions used in
the training data, and red, green, and blue points are the new light directions that corresponds to images (a), (b), and (c), respectively.

TABLE 2
Evaluation results using the DiLiGenT Benchmark [51].

ball bear buddha cat cow goblet harvest pot1 pot2 reading AVG.
Proposed w/o SL 2.63 7.22 14.3 7.10 7.96 11.2 19.2 8.91 9.6 16.7 10.5

Proposed 2.49 7.05 13.8 7.05 7.92 10.9 18.4 8.73 9.73 15.8 10.2
SI18 2.20 4.10 7.90 4.60 7.90 7.30 13.9 5.40 6.00 12.6 7.20

CH18 2.80 7.60 7.90 6.20 7.30 8.60 15.9 7.10 7.30 13.3 8.40
ST14 1.74 6.12 10.6 6.12 13.9 10.1 25.4 6.51 8.78 13.6 10.3
IA14 3.34 7.11 10.5 6.74 13.1 9.71 26.0 6.64 8.77 14.2 10.6

WG10 2.06 6.50 10.9 6.73 25.9 15.7 30.0 7.18 13.1 15.4 13.4
AZ08 2.71 5.96 12.5 6.53 21.5 13.9 30.5 7.23 11.0 14.2 12.6
HM10 3.55 11.5 13.1 8.40 15.0 14.9 21.8 10.9 16.4 16.8 13.2
IW12 2.54 7.32 11.1 7.21 25.7 16.3 29.3 7.74 14.1 16.2 13.7
ST12 13.6 19.4 18.4 12.3 7.62 17.8 19.3 10.4 9.84 17.2 14.6
GC10 3.21 6.62 14.9 8.22 9.55 14.2 27.8 8.53 7.90 19.1 12.0

BASELINE 4.10 8.39 14.9 8.41 25.6 18.5 30.6 8.89 14.7 19.8 15.4

This is the authors’ version of the work. It is posted here by permission of IEEE for personal use. Not for redistribution. 
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Fig. 11. Result of the hold-out validation of light directions. Among 96 light directions in DiLiGenT, we use 90 directions for training and keep the
remaining six for testing. We train the model with the number of light directions f = 90 and estimated the BRDFs. Here, we show the three images
for each objects rendered under test light directions. For buddha, goblet, and reading, we apply Gamma correct with γ = 0.8 for visualization.
Train MAE is the mean absolute error for 90 light directions, and Test MAE is for the six test light directions.
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Fig. 12. Improvement by shadow layer. We show a difference map of the error maps of “Proposed w/o SL” and “Proposed”. Pixels whose surface
normal estimation accuracy is improved by the shadow layer are colored in blue, otherwise in red.
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goblet harvest

Fig. 13. Effect of interreflections. We adjust the intensities in the left half
in the red box by gamma correction. The shadowed area in the box
exhibits measurements greater than 0 due to strong interreflections.

(a) (b)

0 [deg.]

-30 (better)

30 (worse) 

Fig. 14. Comparison of shadowing probability p on ball scene. (a) and
(b) are difference of the error maps of “Proposed” and “Proposed w/o
SL” in case p = 0.05 and p = 0.9, respectively. Pixels whose normal
estimation accuracy is improved by the shadow layer are shown in blue,
otherwise in red.

almost all the inputs, so the accuracy drops in the area where the
shadow does not exist.

Including the cast shadow rendering directly in the training
dataset generation is another option to deal with the cast shadow
effect. Here, we use the dataset with the cast shadow rendering
for training and study the effect of the shadow layer. We use a
physically based renderer, Mitsuba, to render the training dataset
with cast shadow and also prepare the test dataset including cast
shadow. For this dataset, we use 10 shapes in the Blobby shape
dataset instead of a sphere. We leave out 2 shapes (blob02
and blob08) and use the remaining 8 shapes for the training.
Figure 15 shows the surface normal prediction with and without
the shadow layer (SL) both trained with dataset with cast shadow
rendering. For the test shape, we use blob08 which is not used in
training dataset and has the most complex shape in Blobby shape
dataset. We use “Lambert” and “Multiple” for the reflectances. As
shown in “Diff map”, the shadow layer improves the estimation
accuracy around the shadowing area although the network has
been training with cast shadows. It shows the effectiveness of the
shadow layer in this setting as well. Our shadow layer effectively
simulates the cast shadow effect and bypasses the preparation of
dataset with cast shadow rendering. And it improves the robustness
in both cases with and without the cast shadow rendering in the
training dataset. It is of interest to extend the shadow layer to
simulate a structured cast shadow, i.e., neighboring pixels are
likely shadowed together as the work of [58].

6 DISCUSSION

We proposed a method that uses deep neural networks for estab-
lishing a flexible mapping from shading observations to surface
normal and BRDFs. Since the proposed method can simultane-
ously estimate surface normal and BRDFs, it can be applied to
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Fig. 15. Comparison of with and without the shadow layer trained with
the dataset including the cast shadow rendering. Each row corresponds
to one material, and the estimated normal maps are shown on top of the
corresponding error map. GT means the ground truth, and one of the
observation images is shown below it. “Diff map” shows the difference
of the error maps of “w/o SL” and “w/ SL”. In “Diff map”, pixels whose
surface normal estimation accuracy are improved by the shadow layer
are colored in blue, otherwise in red. The numbers show the mean
angular error in degree.

a wide range of applications such as a material prediction and
relighting of target objects for virtual reality.

While early works that use neural networks in the context of
photometric stereo can be found in 1990’s, they have difficulties
in applicability and accuracy. Even though neural networks have
been recognized since then as a solution technique for the photo-
metric stereo problem, no effective methods have been introduced
until today. The factors that realized our DPSN are (1) availability
of the BRDF dataset [8] collected from the real-world objects,
which we used for generating training data, and (2) flexible
expression power of modern DNNs.

Evaluations show the accurate estimation of the surface normal
and BRDFs with our method. Indeed the surface normal estimation
accuracy is comparable to the other tailored state-of-the-art meth-
ods based on the benchmark evaluation. In addition to estimating
surface normal, our method is capable of predicting BRDFs that
is expressed by a flexible linear basis representation, which allows
us to re-render the scene under a new lighting condition.

One of the limitations of our method is the assumption that
light directions are pre-defined and remain the same between
training and test phases. It is designed for a photometric stereo
device that has fixed light sources and a camera, so that we only
need to conduct the training once for the device. Fortunately, many
photometric stereo apparatuses use a fixed lamps with respect to
the camera, allowing the use of our method. On the other hand,
more recent works [39], [40] handle the input images taken under
the (known) arbitrary light directions using the techniques such as
the aggregated feature map or observation map. One of our future
directions is to combine these techniques into our simultaneous
estimation for surface normal and reflectances. Moreover, while
our method and recent works [39], [40] still assume the given
light directions, future venues include simultaneous estimation of
the light conditions in addition to surface normal and reflectances
so that it can deal with arbitrary light directions that are not pre-
defined and potentially unknown, such as the data captured under
a hand-held light source.
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